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Abstract— One of the principal phases in the design process of 
the information systems is the performance evaluation of these 
systems. Queuing  networks and Markov chains are commonly 
used for performance and reliability evaluation of computer, 
communication, and systems manufacturing. In the context of 
this work, this phase of analysis is based on a mathematical 
modelling and resolution in terms of Markov chains. Several 
reputable formalisms were developed to address the problem 
arising from the size (potentially very large) of these chains. In 
this paper, we are interested in the generation of computer and 
telecommunication networks using the Asynchronous                    
Transfer Mode (ATM). ATM networks use small fixed size cells to 
transmit information. This allows them to share the same network 
for voice, video, and data at a wide range of distances. Most 
computer and telecommunication companies are working on ATM 
products and services. The required performances relate in this 
study to the stationary distribution of the Markov chain. Iterative 
algorithms were already developed, however, for very large models, 
obtaining the stationary distribution remains difficult when 
applying these algorithms. 

 
Keywords— ATM, Markov Chains, Modeling, Simulation, 
Performance evaluation, Numerical methods. 
 

I. INTRODUCTION 

 
Due to increasing number of networks in 

existence and their greater complexity, designing new 
systems and improving the performance of existing 
ones become more and more difficult and time 
consuming. Consequently, it is so important to use 
modelling and simulation tools to deal with this 
complexity. ATM (Asynchronous Transfer Mode) is a 
networking technology in high speed local and wide 
area networks [1]. ATM’s bandwidth–on-demand 
feature means that a single network can carry all types 
of traffic-voice, video, image and data. In summary, 
ATM is an efficient, flexible technology with the ability 
to support multimedia traffic at extremely high rates. 
Computer networks to a class of physical systems that 
can be studied effectively by means of discrete events 
simulation models. The main objective of this work is 
to guide the ATM network to provide suitable control 

inputs leading to produce a desired response. If the 
computer Networks Simulation plant model is capable 
of approximating well and with sufficient accuracy, 
then it may be used within a model based control 
strategy. Network entities such as the access behaviour 
to the network may be described in the form of discrete 
chain events. By simulating an ATM model, the 
performance of the simulation has been compared in 
terms of convergence by Markov chain analysis. 
In this paper we present a numerical solution for ATM 
Networks, which we validate using an analytical method. 
Such analysis, allow indeed, to evaluate the throughput and 
delay performance of the system. Two methods for analysis 
are proposed: the traditional Markov chain analysis and the 
numerical solution. The Markov based method provides the 
exact numerical results. As a result, the numerical solution can 
be used for simplifying the unsolved complex cases, more 
numerical examples are given.  
The paper is organized as follow: Section I gives an 
introduction to ATM and the communication network 
architecture. An overview of related work is discussed 
in Section II. Section III deals with modelling, 
simulation and analysis based on Markov chain model 
for ATM network. Section IV presents the numerical 
solution. Section V discusses the conclusion and in VI 
we present recommendations for future works. 

 
 

II. RELATED WORKS 
 

Several papers have been published concerning 
performance evaluation of Networks. Most of these 
works focus on the traditional Markov Chain analysis 
(Birth–Death process) to evaluate the throughput, delay 
performance and stability of the system. In [1] and [2] 
two analytical solutions are described. However, many 
related woks are reported in journals and conferences 
proceedings, following are some examples: 
1. In 1994 Gang Wu, Kaiji Mukumoto, and Akira Fukuda, 
Analysis the performance evaluation of reserved idle signal 
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multiple-access scheme for wireless communication networks 
[3]. 

2. In 1997 R. W. Dmitroca and Susan G. Gibson, discusses 
a new product for HP Broadband Series test system. The HP 
E4219 ATM network impairment emulator allows 
telecommunication network and equipment manufacturers to 
emulate Asynchronous Transfer Mode network in the 
laboratory [1]. 

3. In 2008 Jia Liu, Shunxiang  Li, and Shusheng Jia (in 
order to solve the problem of random and fluctuation of 
experiment errors and predication errors of neural network, 
neural network model modified by a fuzzy Markov chain was 
introduced, When neural network was used to predict, the 
prediction errors between actual value and output value of the 
network were distributed randomly. That can be simulated by 
a Markov chain [4]. 

4.   In 2010  N. Sinno, H. Youssef, and A. Ghaddar study the 
evaluation of the Markov Models in computer Networks 
Simulation [5]. 

III. MARKOV CHAIN-BASED MODEL 
FOR ATM NETWORK  
 

We now develop a Markov chain model for ATM Network. 
Essentially, we assume a Markov chain based on the size of 
cells (states) [2]. The cell delay variation module emulates cell 
buffering, network congestion, and multiplexing delays in 
ATM networks by varying the amount of delay applied to 
cells, depending on the line rate. Each cell in the stream is 
given a different amount of delay. A critical feature is that in 
an ATM network, cell sequence integrity is guaranteed. This 
posed a technically interesting problem, since simply delaying 
each cell to create the desired statistical distribution would put 
cells out of sequence. The network impairment emulator’s cell 
delay variation impairment module is implemented as a birth-
death Markov process. Each matching cell is delayed by a 
specified amount. This amount is determined by the current 
state of Markov chain.   The steady-state distribution of the 
Markov chain can be used in the cell delay variation 
distribution. Only the derivation of the binomial distribution 
with parameters N and P will be shown in detail, where N is 
the total number of independent trials (or, equivalently, the 
maximum number of cell-time delays) and p the probability of 
delay on any single trial. Other distributions can be derived 

using the same technique by changing the birth rate kr  and 

death rate dk appropriately. A transition to next state is called 
a birth, while a transition on the previous state is called a 
death.  This problem was solved by the use of a Markov chain 
model, which is shown:  

 
Fig.1: Markov chain model for Birth-Death process: k is the number of state; 
N is the maximum number of cell–time delays; the rk, dk  are birth, death rates 
and Sk the steady-state. 

A.  Birth-Death Process  

Birth-death processes are Markov chains where 
transitions are allowed only between neighboring states. We 
treat the continuous time case here, but analogous results for 
discrete-time case are easily obtained. A one-dimensional 
birth-death process is shown Fig.1 and its transition matrix is 
shown as: 
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Fig 2: Transition probability matrix 

The transition rates kr , 0k  are state dependent 

birth rates and dk, 1k , are referred to as state dependent 

death rates. In the limiting case when k= 0 we have pr 0 , 

10 s , and   00 d . Similarly, for k = N we have 

,0Nr ,psN  and pdN  1 . The transition rates kr , 

0k  are state dependent birth rates and dk, 1k , are 
referred to as state dependent death rates.  
  

B. Closed-Form Solution 
 

We now derive a closed-form solution for the 

Markov model derived in the previous section. Let ku be the 

steady-state probability of being in state k, we basically 

compute for each possible state k the probability ku . As the 

very first step, we write the following fixed point equation [6] 
for the Markov chain in Fig.1. : 

,1111   kkkkkkk udusuru  (1) 

Which expresses the steady-state probability ku  (of being in 

state k) as the union of three events: (i) reaching (birth) state k 

from state k-1, with probability ,11  kk ur (ii) remaining in 

state k with probability ;kkus  (iii) reaching state k from k+1, 

with probability ,11  kk ud by means of a deletion (death) 

event.  We can rewrite the same equation as: 
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,1111)(   kkkkkkk udurudr    (2) 

Which equates the probability of leaving state k, computed as 

kkk udr )(   to the probability of entering state k, computed 

as .1111   kkkk udur  By replacing ,,,1 kkk rdd   and 1kr  

with the actual values we obtain (3): 
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Where p is the probability of delay on single trial, N is the 
total number of independent trials (or, equivalently, the 
maximum number of cell-time delays). Equation 3 is a second 
order difference equation whose parameters are dependent on 
k, i.e., on the current state. We use Equation 3 and the 
condition for a probability distribution: 
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To derive the following closed-form equation for 

probability ku : 
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The equation shows that the constant probability of birth p 
with a linear increasing probability of death k/N, results in a 
binomial distribution with mean pN . and variance   

)1(. ppN  . 

 
C- Application:  
 
We start from the following equation, introduced in 

section III: 

   ,1111   kkkkkkk udusuru  

By replacing the probabilities kr , kd , and ks ,  with their 

actual values: 
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IV. .NUMERICAL SOLUTION 

 
A discrete time Markov model is defined in terms of a set of 
transition probabilities between the discrete states of the 
model. Transitions are associated with transition probabilities 
between states. The NxN transition probabilities between N 
states are called the transition probability matrix Q. If Q0 is 
initial probability vector then the state probability after k steps 

is given by the vector:  
k

k QQu *0 , the matrix kQ   is the 

k-th  transition matrix after multiplying Q by itself, k times. 
The steady state probability vector in all states of the Markov 

model is such that:  kk uQu * .  

This equation will be used along with the condition: 





N

k
ku

0

1 . In order to determine all the steady states 

probabilities for the network models [5, 9, 10]. 
To validate the proposed Markov chain for ATM Networks, 
we perform two sets of experiments. In the first set 
experiments, we apply a numerical solution [7, 8, 9] using 
Gradient Conjugate Method. For each experiment, we collect 
the statistics regarding the size number of  steady states (N), 
and compare the Binomial distribution of steady states with 
the model distribution provided by equation 5.  
We applied three different sizes, N = 500, N = 1000,      and  

N =1500 with the probability of delay on single trial 
32

1
p , 

(Fig.3, 4 and 5) for our model we assume that the ATM 
Network. Figure 6 shows curve of mean probability versus the 
number of states (2200).  It can be observed that this mean 
probability decreases as the number of states increasing. 
Figure 7 shows for three numbers of states (500, 1000 and 
1500) the mean probability. Also, this mean probability 
decreasing as the total number of states increasing.  
The results we reported so far show that our model for ATM 
Networks in Markov Chain can predict the Binomial 
distribution and showed that the steady-state probability.  To 
test whether the steady-state probability distribution of the 
numerical solution data is actually fits the theoretical 
distribution (Fig. 3, 4 and 5) provided by the model we 
employ the goodness of fit for discrete distributions. In all the 
experiments reported the Numerical solution data are 
compatible with a Binomial distribution, the error between 
numerical and analytical solutions is less than 1.E-6 for N = 
500, 1000 and 1500.   
 
To summarize, it is relatively easy for the network to extract 
the global properties from the total number of states N, the 

probability of delay on single trial p, the birth rates kr  and 

death rates kd . 

 
V. CONCLUSIONS 

 
In this paper we have investigate the performance 

evaluation in Computer simulation. We derived a Markov 
chain model for ATM Networks and showed that the steady-
state probability can be approximated by a Binomial 
distribution.  Each test, the distribution of the numerical 
solution (discrete distributions) data is compatible with the 
steady-state Binomial distribution (the theoretical distribution 
provided by the model).   
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As a conclusion, we assume that the results reported 

in this paper can be used in the design of computer networks 
systems. The analysis includes, indeed, the qualitative 
evaluation of the performance, and quantitative analysis 
consisting of the steady-state probability distribution of the 
Markov chain. We observe that if we apply more analysis, the 
results can lead to a new model. This model could simulate 
temporal variations on the inherent delays. Such work requires 
more mathematical and statistical modeling efforts. 
The performance of ATM Networks is evaluated analytically 
and via numerical simulations. The simulations were 
performed on the Unix C++ programming language. 
 

VI. FUTURE WORKS 
 

Out of the results of the present work, some 
recommendations for future works are proposed: 
1. Apply iterative method to evaluate network by Markov 

Chain as Nonstationary iterative methods such as 
(BiConjugate Gradient (BiCG), BiConjugate Gradient 
Stabilized Method, Conjugate Gradient Squared Method, 
and Conjugate Gradient for parallelism [7]. 

2. Comparison between stationary iterative methods and 
Nonstationary iterative methods. 

3. Apply parallel Computing for very large models. 
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